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PUNJABI UNIVERSITY PATIALA

SYLLABI, OUTLINES OF PAPERS AND TESTS FOR

M.Tech. (AI & DS)
Second Year - Third Semester Examinations
For Session 2019-20 & 2020-21
	CODE NO.
	TITLE OF THE PAPER
	Schedule of Teaching (Hrs/Week)
	TOTAL HOURS
	CREDITS
	MARKS

	
	
	L
	T
	P
	
	
	Internal
	External

	MTAI-211
	Introduction to Deep Learning
	4
	1
	0
	5
	4
	50
	50

	MTAI-212
	Advanced Data Analytics Concepts
	4
	1
	0
	5
	4
	50
	50

	MTAI-213
	Research Proposal*
	0
	0
	0
	0
	0
	0
	0

	MTAI-214
	Big Data and Data Science Ethics
	4
	1
	0
	5
	4
	50
	50

	MTAI-215(*)
	Elective**
	4
	1
	0
	5
	4
	50
	50

	MTAI-216
	Programming Lab – III
(Based on 211 and 212)
	0
	0
	6
	6
	3
	60
	40

	
	Total
	16
	4
	6
	26
	19
	260
	240


*Note : There will only Final viva voce for research proposal prepared by the students. There will not be any internal or external theory examination for MTAI-213 : Research Proposal. 
Elective** (Choose any one among below)
MTAI-215(i) Intellectual Property Rights Awareness
MTAI-215(ii) Theory of Computation
MTAI-215(iii) Digital Image Processing 

MTAI-215(iv) Free and Open Source Software (FOSS)

CONTINUOUS ASSESSMENT (THEORY)

	1.
	Two tests will be conducted during the course. Both tests will be counted for assessment
	60% of the total marks allotted for continuous assessment

	2.
	Assignments / Quizzes
	20% of the total marks allotted for continuous assessment

	3.
	Attendance
	10% of the total marks allotted for continuous assessment

	4.
	Class Participation and Behavior
	10% of the total marks allotted for continuous assessment


CONTINUOUS ASSESSMENT (PRACTICAL LAB)

	1.
	Two tests will be conducted during the course. Both tests will be counted for assessment
	60% of the total marks allotted for continuous assessment

	2.
	Lab Assignments
	30% of the total marks allotted for continuous assessment

	3.
	Attendance
	10% of the total marks allotted for continuous assessment


PUNJABI UNIVERSITY PATIALA

SYLLABI, OUTLINES OF PAPERS AND TESTS FOR

M.Tech.  (AI & DS)
Second Year - Fourth Semester Examinations
For Session 2019-20 & 2020-21 
	CODE NO.
	TITLE OF THE PAPER
	Schedule of Teaching (Hrs/Week)
	TOTAL HOURS
	CREDITS
	External Marks

	
	
	L
	T
	P
	
	
	Max
	Pass

	MTAI-221
	Research Project
	0
	0
	0
	0
	21
	400
	160

	
	Total
	0
	0
	0
	0
	21
	400 (Max)


Note: There will not be any marks for internal Assessment of the students.
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	MTAI-211 : Introduction to Deep Learning



	Max. Marks : 50
	Maximum Time : 3 Hrs.

	Min. Pass Marks: 40%
	Lectures to be delivered: 45-50 Hrs.

	Instructions for the Paper Setter

The question paper will consist of three sections: A, B & C.  Sections A & B will have four questions each from the respective sections of the syllabus carrying 7.5 marks for each question. Section C will have 10 short-answer  type  questions carrying  at total  of  20 marks,  which  will  cover  the  entire syllabus uniformly.

	Instructions for the Candidates

1. Candidates are required to attempt two questions each from the sections A & B of the question paper and the entire section C.

2. Use of non-programmable scientific calculator is allowed.

	

	SECTION A

	Introduction to Machine Learning: Definition, Applications, Artificial Neural Networks, Support Vector Machines, Bayesian Networks, Genetic Algorithms, Generative Adversarial Networks.

Introduction to Deep Learning: Definition, Applications, Neural Networks, Machine Learning vs Deep Learning, Deep Learning Libraries(Tensorflow, Keras, PyTorch), Types (Supervised Learning, Unsupervised Learning, Reinforcement Learning) and their Comparison.

Datasets: Numerical Data, Categorical Data, Data Quality, Data Remediation, Data Preprocessing (Dimensionality Reduction, Feature Transformation, Feature Subset Selection). 

Neural Networks: Basics, Types, Intuitions, Neurons, Kernels, Biases, Weights, Initialization, Gradient Descent, Heuristics, Training (Holdout Method, K-Fold Cross-Validation Method, Bootstrap Sampling, Lazy vs Eager Learner), Evaluation (Regression, Classification and Clustering), Perceptrons, Derivatives, Computation graph, Vectorization, Broadcasting, Propagation (Forward and Back), Parameters vs Hyperparameters.

	SECTION B

	Deep Feedforward Network: Feed-forward Networks, Gradient-based Learning, Hidden Units, Architecture Design, Computational Graphs, Back-Propagation, Regularization, Parameter Penalties, Data Augmentation, Multi-task Learning, Bagging, Dropout and Adversarial Training and Optimization. 

Convolution Networks: Convolution Operation, Pooling, Basic Convolution Function, Convolution Algorithm, Unsupervised Features and Neuroscientific for convolution Network. 

Sequence Modelling: Recurrent Neural Networks (RNNs), Bidirectional RNNs, EncoderDecoder Sequence-to-Sequence Architectures, Deep Recurrent Network, Recursive Neural Networks and Echo State networks. 

Deep Generative Models: Boltzmann Machines, Restricted Boltzmann Machines, Deep Belief Networks, Deep Boltzmann Machines, Sigmoid Belief Networks, Directed Generative Net, Drawing Samples from Auto –encoders



	Text Books:

1. Goodfellow L., Bengio Y. and Courville A., Deep Learning, MIT Press (2016).

2. Patterson J. and Gibson A., Deep Learning: A Practitioner's Approach, O’Reilly (2017), 1st ed.

	Reference Books:

1. Haykin S., Neural Network and Machine Learning, Prentice Hall Pearson (2009), 3rd ed.

2. Geron A., Hands-on Machine Learning with Sci-kit and TensorFlow, O’Reilly Media (2017).
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MTAI-212: Advanced Data Analytics Concepts

	
	 

	Maximum Marks : 50
	Maximum Time : 3 Hrs.

	Minimum Pass Marks: 40%
	Lectures to be delivered: 45-50 Hrs.

	Instructions for the Paper Setter

The question paper will consist of three sections: A, B & C.  Sections A & B will have four questions each from the respective sections of the syllabus carrying 7.5 marks for each question. Section C will have 10 short-answer type questions carrying at total of 20 marks, which will cover the entire syllabus uniformly.

	Instructions for the Candidates

1. Candidates are required to attempt two questions each from the sections A & B of the question paper and the entire section C.

2. Use of non-programmable scientific calculator is allowed.


Section A

Data Representation: Data Objects and Attribute Types: Nominal, Binary, Ordinal, Numeric, Discrete and Continuous, Types of data: Record, Temporal, Spatial Temporal, Graph, Unstructured and Semi structured data, Basic Statistical Descriptions of Data.

Introduction to Data Analysis: Probability and Random Variables, Correlation, Regression.

Data Analysis Pipeline: Data pre-processing- Attribute values, Attribute transformation, Sampling, Dimensionality reduction: PCA, Eigen faces, Multidimensional Scaling, Non-linear Methods, Graph-based Semi-supervised Learning, Representation Learning Feature subset selection, Distance and Similarity calculation.

Section B

Data Mining Techniques for Analysis: Classification: Decision tree induction, Bayes classification, Rule-based classification, Support Vector Machines, Classification Using Frequent Patterns, k-Nearest-Neighbor, Fuzzy-set approach Classifier, Clustering: K-Means, k-Medoids, Agglomerative versus Divisive Hierarchical Clustering Distance Measures in Algorithmic Methods, Mean-shift Clustering

Visualization: Traditional Visualization, Multivariate Data Visualization, Principles of Perception, Color, Design, and Evaluation, Text Data Visualization, Network Data Visualization, Temporal Data Visualization and visualization Case Studies.

Text Books:

1. Han, J., Kamber, M. and Pei, J., Data Mining Concepts and Techniques, Morgan Kaufmann (2011) 3rd Edition

2. Peng, D., R., R Programming for Data Science, Lulu.com (2012).

Reference books:

1. Hastie, T., Tibshirani, R. and Friedman, J., The Elements of Statistical Learning, Springer (2009) 2nd Edition.

2. Simon, P., The Visual Organization: Data Visualization, Big Data, and the Quest for Better Decisions, John Wiley & Sons (2014).

MTAI-213: Research Proposal
Objectives: Problem identification for research work, Literature survey to identify research gaps for research work, Finalize title of research work and to develop research paper writing skills.

Each student will be required to identify a research problem and perform survey of literature in the area of the research problem identified. The title and objectives for the research work will be finalized by the student in consultation with the Supervisor. Student must have sufficient knowledge about the existing techniques in the research area on which he/she wants to work. Each student is required to submit his/her research synopsis by January 15. However, student can submit his/her synopsis up to January 31, with a fine of Rs. 5,000/-. After January 31, the synopsis will be accepted with a fine of Rs. 10,000/-. However synopsis will not be accepted after April 30. Submission of synopsis after April 30 shall be permitted only after depositing fee for full semester (including tuition fee, other funds and examination fee). In any case, the total period of extension in submission of synopsis cannot exceed 2 semesters after April 30.

The student will be required to give presentation to the Synopsis Evaluation Committee having following members:

i. Head of the Department

ii. Supervisor of the student

iii. Two teachers of the Department nominated by Head of the Department (at least one teacher must be present). 

This is a non-credit paper. There will not be any marks for the synopsis. After presentation and viva of the student, the evaluation committee will either accept or reject the synopsis. The decision of the evaluation committee will be displayed on the Department’s notice board within 7 working days from the presentation of the synopsis by the student. In case of rejection of the synopsis, the student will submit the revised synopsis along with a fee of Rs. 10,000/- up to April 30. Submission of revised synopsis after April 30 shall be permitted only after depositing fee for full semester (including tuition fee, other funds and examination fee). In any case, the total period of extension in submission of synopsis cannot exceed 2 semesters after April 30.

Furthermore, each student is required to give a certificate, duly signed by the student and counter signed by the supervisor, certifying that the synopsis of the student is free of any kind of plagiarism along with the report of plagiarism detection tool/website as mandated by Punjabi University (if any).
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MTAI-214: BIG DATA AND DATA SCINCE ETHICS
	
	 

	Maximum Marks : 50
	Maximum Time : 3 Hrs.

	Minimum Pass Marks: 40%
	Lectures to be delivered: 45-50 Hrs.

	Instructions for the Paper Setter

The question paper will consist of three sections: A, B & C.  Sections A & B will have four questions each from the respective sections of the syllabus carrying 7.5 marks for each question. Section C will have 10 short-answer type questions carrying at total of 20 marks, which will cover the entire syllabus uniformly.

	Instructions for the Candidates

1. Candidates are required to attempt two questions each from the sections A & B of the question paper and the entire section C.

2. Use of non-programmable scientific calculator is allowed.


Section A

Introduction to Big Data: Changing Paradigm, Move from Prescriptive Analytics to Predictive Analytics, Managers Dilemma, Business Analytics, What is big data, Problems with big data, Solution to these problems, Big data use cases, Companies using big data, Traditional RDBMS systems Vs. Hadoop Ecosystems

Hadoop:  Evolution of Hadoop, Scale up Vs. Scale out architecture, Parallel processing, Hadoop vs. RDBMS, Hadoop Ecosystem, Core components :MapReduce, HDFS; Hadoop storage components :Name node, Datanode, Blocks , Replication Factor, Name Node metadata, Rack Awareness; Hadoop processing components: Resource manager, Node manager; HDFS Architecture, MapReduce basics, Traditional way (Non-Hadoop environment);

MapReduce: Why MapReduce, Solving problem with MapReduce, MapReduce architecture, MapReduce components, MapReduce execution flow, Workflow, Summarization of MapReduce workflow, Splits, Input splits, Relationship between Input Splits and HDFS Blocks, RecordReader, Anatomy of MapReduce Program, MapReduce Job Flow, Partitions and Combiners

HDFS: Hadoop commands: checking version, checking daemons, start or stop the daemons, contents of HDFS, commands related to directories in HDFS, commands related to files in HDFS

Hive: Background, Definition, components, hive Vs Pig. Hive and HDFS, Limitation, Features of Hive Query Language

Pig: Definition, Need for Pig, MapReduce Vs Pig, Modes of Pig, Running Pig Program Different Relations Operators, Practical example

Section B

Introduction: Ethics and Values and their importance in Business: Ethical issues in capitalism and market system; Ethical and Social systems.

Issues In BEV: The social responsibility of Business, Ethical conflicts, Whistle blowing. Ethics and organizations

Ethics In functional Areas: Ethics in human resource management and organizational culture; Ethics In marketing, Ethics In finance, Ethical codes and Incentives in corporate sector.

Social Ethical Issues: Broader ethical issues In society- corruption, ecological concerns, discrimination on the basis of gender, caste or race.

Updation of Ethical Issues: ethics and information technology, impact of Govt, policies and laws on ethics, resolving ethical dilemmas.

Data ethics: Introduction to Data ethics, History, Concept of Informed Consent, Data Ownership, Data policies for maintaining the privacy of data; Data Privacy, Challenges of data privacy, Anonymity, Data Validity, Algorithmic Fairness, Societal Consequences, Code of Ethics

Doing Good Data Science, Of Oaths and Checklists, The Five Cs, Consent, Clarity, Consistency and Trust, Control and Transparency, Consequences, Implementing the Five Cs, Data’s Day of Reckoning, Ethics and Security Training, Developing Guiding Principles, Building Ethics into a Data-Driven Culture, Regulation, Building Our Future.

Reference books:

1. Michael Berthold, David J. Hand, “Intelligent Data Analysis”, Springer, 2007. 

2. Tom White “Hadoop: The Definitive Guide” Third Edition, O’reilly Media, 2012. 

3. Chris Eaton, Dirk DeRoos, Tom Deutsch, George Lapis, Paul Zikopoulos, “Understanding Big Data: Analytics for Enterprise Class Hadoop and Streaming Data”, McGrawHill Publishing, 2012.

4. Anand Rajaraman and Jeffrey David Ullman, “Mining of Massive Datasets”, CUP, 2012. 

5. Bill Franks, “Taming the Big Data Tidal Wave: Finding Opportunities in Huge Data Streams with Advanced Analytics”, John Wiley& sons, 2012.

6. Glenn J. Myatt, “Making Sense of Data”, John Wiley & Sons, 2007. 

7. Pete Warden, “Big Data Glossary”, O’Reilly, 2011. 

8. Jiawei Han, Micheline Kamber “Data Mining Concepts and Techniques”, 2 nd Edition, Elsevier, Reprinted 2008. 

9. Da Ruan, Guoquing Chen, Etienne E.Kerre, Geert Wets, “Intelligent Data Mining”, Springer, 2007. 

10. Paul Zikopoulos, Dirkde Roos, Krishnan Parasuraman, Thomas Deutsch, James Giles , David Corrigan, “Harness the Power of Big Data The IBM Big Data Platform”, Tata McGraw Hill Publications, 2012. 

11. Arshdeep Bahga, Vijay Madisetti, “Big Data Science & Analytics: A HandsOn Approach “,VPT, 2016 

12. Bart Baesens “Analytics in a Big Data World: The Essential Guide to Data Science and its Applications (WILEY Big Data Series)”, John Wiley & Sons,2014
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MTAI-215(i) Intellectual Property Rights Awareness

	
	 

	Maximum Marks : 50
	Maximum Time : 3 Hrs.

	Minimum Pass Marks: 40%
	Lectures to be delivered: 45-50 Hrs.

	Instructions for the Paper Setter

The question paper will consist of three sections: A, B & C.  Sections A & B will have four questions each from the respective sections of the syllabus carrying 7.5 marks for each question. Section C will have 10 short-answer  type  questions carrying  at total  of  20 marks,  which  will  cover  the  entire syllabus uniformly.

	Instructions for the Candidates

1. Candidates are required to attempt two questions each from the sections A & B of the question paper and the entire section C.

2. Use of non-programmable scientific calculator is allowed.


SECTION A

OVERVIEW OF INTELLECTUAL PROPERTY: Introduction and the need for intellectual property right (IPR), IPR in India – Genesis and Development, IPR in abroad, Some important examples of IPR.

PATENTS:  Macro economic impact of the patent system, Patent and kind of inventions protected by a patent, Patent document, How to protect your inventions?, Granting of patent, Rights of a patent, How extensive is patent protection?, Why protect inventions by patents?, Searching a patent, Drafting of a patent, Filing of a patent, The different layers of the international patent system, (national, regional and international options)
Utility models, Differences between a utility model and a patent?, Trade secrets and know-how agreements.
COPYRIGHT: Definition, Copyright Scope, Duration of Copyright, Reasons for protecting through copyright, RELATED RIGHTS: Definition, Distinction between related rights and copyright, Rights covered by copyright.
TRADEMARKS: Definition, Rights of trademark, Kind of signs used as trademarks, Types of trademark, function does a trademark perform, Procedure for protecting trademark.
Registration Process of trademark, Duration of registered trademark, Extensiveness of trademark protection, Various well-known marks and procedure for their protection, Domain name and its relation with trademarks.
SECTION B

GEOGRAPHICAL INDICATIONS: Definition, Procedure for geographical indication protection, Reasons for geographical indications protection.
INDUSTRIAL DESIGNS: Definition, Procedure for industrial design protection.
Kinds of protection provided by industrial designs, Duration, Reasons for protecting industrial designs.
UNFAIR COMPETITION: Definition, Relationship between unfair competition and intellectual property laws.
ENFORCEMENT OF INTELLECTUAL PROPERTY RIGHTS: Infringement of intellectual property rights, Enforcement Measures

EMERGING ISSUES IN INTELLECTUAL PROPERTY: Intellectual Property Intellectual Property Rights related to I.T., Management Licensing and Enforcing Intellectual Property, Commercializing I.T. Invention, Case studies of I.T. Patents

STARTUPS: Introduction about Startup: Schemes by Govt of India for Starting Startups, Procedure for applying for funding for opening Startups.

INCUBATION CENTERS: Introduction about Incubation Center, Schemes by Govt of India for Starting Incubation Centers, Procedure for applying for funding for Opening Incubation Centers. Various Activities by Incubation Centers.

IPR LAWS - Introduction
TEXT BOOKS

T. M Murray and M.J. Mehlman, Encyclopedia of Ethical, Legal and Policy issues in  Biotechnology, John Wiley & Sons 2000

Online Course Web Link:

NPTEL Web Course on Intellectual Property Rights. http://nptel.iitm.ac.in
REFERENCES

1. P.N. Cheremisinoff, R.P. Ouellette and R.M. Bartholomew, Biotechnology Applications

and Research, Technomic Publishing Co., Inc. USA, 1985

2. D. Balasubramaniam, C.F.A. Bryce, K. Dharmalingam, J. Green and K. Jayaraman, Concepts in Biotechnology, University Press (Orient Longman Ltd.), 2002

3. Bourgagaize, Jewell and Buiser, Biotechnology: Demystifying the Concepts, Wesley Longman, USA, 2000.

4. Ajit Parulekar and Sarita D’ Souza, Indian Patents Law – Legal & Business Implications; Macmillan India ltd , 2006

5. B.L.Wadehra; Law Relating to Patents, Trade Marks, Copyright, Designs & Geographical Indications; Universal law Publishing Pvt. Ltd., India 2000

6. P. Narayanan; Law of Copyright and Industrial Designs; Eastern law House, Delhi , 2010
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MTAI-215(ii) : Theory of Computation

Maximum Marks: 50
Maximum Time: 3 Hrs.

Minimum Pass Marks: 40%
Lectures to be delivered: 45-50
A) INSTRUCTIONS FOR THE PAPER SETTER

The question paper will consist of three Sections: A, B and C. Sections A and B will have four questions each from the respective section of the syllabus and will carry 7.5 marks for each question. Section C will consist of 10 short-answer type questions of 2 marks each covering the entire syllabus uniformly and will carry a total of 20 marks.

B) INSTRUCTIONS FOR THE CANDIDATES

1. Candidates are required to attempt five questions in all, selecting two questions each from Section A and Section B and compulsory question of Section C.

2. Use of non programmable scientific calculator is allowed.

SECTION A

Finite Automata: Deterministic finite Automata, Non deterministic finite Automata, Equivalence of NFA and DFA, Finite Automata with Epsilon-moves. 2-Way Finite Automata, Crossing sequences, Moore and Mealy Machine, Application of finite automata i.e. Lexical Analyzers, text editors.

Regular Expression and Languages: Regular expression, Equivalence of finite Automata and Regular expressions, Conversion between regular expressions and finite automata: Application of Regular Expressions: Regular Expression in UNIX, Lexical analysis, Finding pattern in text.

Regular Languages and Regular sets: Pumping lemma for regular sets, Applications of pumping lemma. Minimization of finite Automata.

SECTION B

Context free Grammar and Languages: Context Free Grammars: Derivation Trees, Leftmost and rightmost derivations, Ambiguity. Normal forms for context free grammars.

Pushdown Automata: Deterministic Push Down Automata; Equivalence of Push Down Automata and Context free grammar. 

Turning Machine (TM): One Tape, multitape, The notions of time and space complexity in terms of T.M. Construction of simple problems.

Chomsky Hierarchy of Languages: Recursive and recursively-enumerable languages.

TEXT BOOK:

1. J.E. Hopcroft, R. Motwani and J.D. Ullamn, “Introduction to Automata Theory, Languages and Computation”, Pearson Education Asia.

REFERENCE BOOKS:

1
Daniel I.A. Cohen, "Introduction to Computer Theory", Wiley.

2.
B. M. Moret, “The Theory of Computation”, Pearson Education Asia.

3.
H.R. Lewis and C.H. Papa dimitriou, “Elements of the theory of Computation”, Pearson Education Asia.
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MTAI-215 (iii): DIGITAL IMAGE PROCESSING 
Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%



Lectures to be delivered: 50-60 


A) INSTRUCTIONS FOR THE PAPER SETTER

The question paper will consist of three Sections: A, B and C. Sections A and B will have four questions each from the respective section of the syllabus and will carry 7.5 marks for each question. Section C will consist of 10 short-answer type questions of 2 marks each covering the entire syllabus uniformly and will carry a total of 20 marks. 

B) INSTRUCTIONS FOR THE CANDIDATES

1. Candidates are required to attempt five questions in all, selecting two questions each from Section A and Section B and compulsory question of Section C.

2. Use of non programmable scientific calculator is allowed.
SECTION A

Digital Image Processing: Definition, Examples of Fields that use Digital Image Processing, Fundamental Steps in Digital Image Processing, Components of an Image Processing System.

Digital Image Fundamentals: Image Sensing, and Acquisition, Image Sampling and Quantization, Basic Relationship between Pixels, Distance Measures, Linear and Non-linear Operations.

Intensity Transformations and Spatial Filtering: Basic Gray Level Transformations, Histogram Processing, Enhancements using Arithmetic/Logic Operations, Basics of Spatial Filtering, Smoothing, Spatial Filters, Sharpening Spatial Filters, Combining Spatial Enhancement Methods.

Filtering in the Frequency Domain: Fourier Series, Fourier transform of Functions of One Continuous Variable, Discrete Fourier Transform (DFT) of one variable and Its Inverse, 2-D Discrete Fourier Transform and Its inverse, Properties of 2-D DFT, Image Smoothing using Frequency Domain Filters, Image Sharpening Using Frequency Domain Filters, Laplacian in Frequency Domain, Homomorphic Filtering, Bandreject and Bandpass Filters, Notch Filters, The Fast Fourier Transform in 1-D 

Image Restoration : Noise Models, Restoration in the Presence of Noise Only-Spatial Filtering, Periodic Noise Reduction by Frequency Domain Filtering, Linear, Position-Invariant  Degradations, Estimating the Degradation Function, Inverse Filtering, Minimum Mean Square Error (Wiener) Filtering,  Constrained Least Squares Filtering, Geometric Mean Filter, Geometric Transformations.

SECTION B

Colour Image Processing:Colour Models, Pseudocolour Image Processing, Basics of Full Colour Image Processing. Colour Transformations, Smoothing and Sharpening. Colour Segmentation. 

Wavelets and Multi Resolution Processing:  The Haar Transform, series expansion, scaling functions, wavelet functions, wavelet transform in 1-D, Inverse Discrete wavelet Transform in 1-D, Fast wavelet Transform in 1-D, Discrete wavelet Transform in 2-D, wavelet Packets

Image Segmentation: Point Detection, Line Detection and Edge Detection, Edge Linking and Boundary Detection, Basic Global Thresholding, Otsu’s Method, Multiple Thresholds, Variable Thresholding, Multivariable Thresholding, Region Growing, Region Splitting and Merging, Use of Motion in Segmentation, Spatial Techniques, Frequency Domain Techniques.

Text Book:

1.
R. C. Gonzalez, R. E. Woods, “Digital Image Processing”, PHI

Reference Book:
1.
A. K. Jain, “Fundamentals of Digital Image Processing”, PHI
L T P C
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MTAI-215 (iv): FREE AND OPEN SOURCE SOFTWARE (FOSS) 
Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%



Lectures to be delivered: 50-60 


A) INSTRUCTIONS FOR THE PAPER SETTER

The question paper will consist of three Sections: A, B and C. Sections A and B will have four questions each from the respective section of the syllabus and will carry 7.5 marks for each question. Section C will consist of 10 short-answer type questions of 2 marks each covering the entire syllabus uniformly and will carry a total of 20 marks. 

B) INSTRUCTIONS FOR THE CANDIDATES

1. Candidates are required to attempt five questions in all, selecting two questions each from Section A and Section B and compulsory question of Section C.

2. Use of non programmable scientific calculator is allowed.

Section A

Introduction: FOSS Definition, FOSS philosophy, FOSS development method, FOSS history, FOSS movement, FOSS within businesses, FOSS Hardware Platforms.

Why Foss: Is FOSS free? Direct Cost Savings, benefits of using FOSS

Implementation: Getting started in a FOSS project, Source code management for FOSS projects, git

Benefits: Security, Reliability/Stability, Open standards and vendor independence, reduced reliance on imports, developing local software capacity, Piracy, IPR, and the WTO, Localization etc.

Shortcomings: Lack of business applications, Interoperability with proprietary systems, Documentation and “polish” etc.

Foss Success Stories: some successful FOSS projects, BIND (DNS Server), Apache (Web Server), Sendmail (Email Server), OpenSSH (Secure Network Administration Tool), Open Office (Office Productivity Suite), Libreoffice (Office Productivity Suite)

Section B

Linux: Introduction, Various Architectures,  Various Linux Distributions, Linux vs. Windows, Installation, Usage, Basic Administration, File System, Bash, Shell Scripting, ssh, vim, Virtualization, QEMU, Virtualbox

Intellectual Property Rights and Licensing: Licensing Arrangements for FOSS, GNU General Public License (GPL), BSD-style Licenses, Can FOSS be combined with proprietary software?

Localization and Internationalization: What is localization? What is internationalization? Examples, Methods of localizing GNU/Linux, Unicode standard corrections/enhancements, Font development, Input methods, Modify applications to handle local language characteristics, Translating application messages, Ensuring that changes are accepted by the global FOSS community

Case Studies: FOSS in Government, FOSS in Education, Linux Kernels
Textbooks:

1. Kenneth Wong, FOSS A General Introduction, UNDP-APDIP

L T P C
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MTAI-216: Programming Lab – III  (Based on MTAI-211 and MTAI-212)
Maximum Marks: 100*                                

Maximum Time:3 Hrs.

Minimum Pass Marks: 40%                          Practical Sessions to be Conducted: 55-65

The Laboratory assignments for this lab will include the assignments mainly from the papers MTAI-211 and MTAI-212
*The splitting of marks is as under

Maximum Marks for Continuous Assessment: 
60

Maximum Marks for University Examination: 
40

	Continuous Assessment (Practical Labs)

*Maximum Marks for Continuous Assessment : 
60

	1. Two tests will be conducted during the semester. Both the tests will be considered for assessment: 60% of the marks allotted for continuous assessment.  
2. Lab Assignments: 30% of the marks allotted for continuous assessment. 

3. Attendance: 10% of the marks allotted for continuous assessment.

	University Examination (Practical Labs)

*Maximum Marks for University Examination : 
40 

	The evaluation will be done jointly by the team of internal and external examiner.

The examiners will give due weightage to Logic development/Program execution, Lab records and viva-voce of the student while awarding marks to the student during end-semester final practical examination.


M.Tech. (AI & DS)
Second Year - Fourth Semester Examinations
For Session 2019-20 & 2020-21

L T P C 
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MTAI-221: Dissertation 

Maximum Marks: 400 

Minimum Pass Marks: 40% 

Objectives: Implement some of the existing techniques and develop some new algorithm/tool and produce meaningful research outputs.

Each student will be required to implement some of the existing techniques and/or develop new techniques related to the research title chosen under Paper:MTAI-213 (Research Proposal) and accomplish the objectives set therein. Student will be required to complete a Dissertation and submit the final dissertation any time after April 30 but not later than August 31. Before submission of dissertation, the student must have published/presented at least one paper, related to his/her area of research, in some national/international journal/conference of repute (proof of publication/presentation must be attached with the Dissertation). 

In lieu of the thesis work, the student may pursue Software development/Industrial project in industry. However, before proceeding on such a project, the student will have to obtain prior permission from the Head of the Department through Internal supervisor. Joint projects may also be allowed subject to the condition that students shall highlight their individual contributions in the joint project at the time of viva-voce. 

Furthermore, each student is required to give a certificate, duly signed by the student and counter signed by the supervisor, certifying that the dissertation of the student is free of any kind of plagiarism along with the report of plagiarism detection tool/website as mandated by Punjabi University (if any). 

Each student is required to present the seminar and give viva-voce to defend his/her dissertation before the Dissertation Evaluation Committee having following members: 

i. Head of the Department/Nominee 

ii. Supervisor 
iii. External examiner 
The break-up of marks will be: - 

Dissertation Evaluation – 200 Marks

Seminar and Viva voce – 200 Marks

1

